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ABSTRACT: This project consists of we suggest a pipeline multiply-accumulate (MAC) architecture with high speed 

and low power consumption. Dadda multiplication was used to develop a multiply-accumulate unit in a standard MAC, 

and a small adder was created to accumulate all of the carriers in order to properly handle the overflow bit in the PPR 

process. The most significant bits will not be added to or accumulated in this design until the PPR process of the 

subsequent multiplication.  Earlier we have an array multiplier in that there is more area and high power consumption, 

we came for a Dadda multiplier, so we can reduce the area. If we use the Mac unit with the Dadda multiplier, we will 

gain greater delay and power. Wallace tree multiplier is utilized in the suggested method to create the multiply-

accumulate unit. Experimental findings demonstrate that the suggested MAC architecture can significantly reduce both 

power consumption and circuit latency when compared to prior efforts. This architecture is synthesized and simulated 

using Xilinx vivado 2018.3 version tool. 

 

KEYWORDS:-Digital Circuits, Dadda multiplier, Wallace tree multiplier, Logic Circuits, Multiplying Circuits, 

Pipeline Processing, and Power Dissipation Delay. 

 

I. INTRODUCTION 
 
MAC means multiply-accumulate unit.. It is a low-power high-speed pipeline multiply-accumulate architect ture.An 

accumulator, multiplier, and adder make up a basic MAC unit. As speed is of the biggest significance in DSP, Carry-

Select or Carry-Save adders are typically implemented. However, if an on-chip area is taken into account, Carry 

Increment Adder can be utilized with the added benefit of high speed. The Vedic Multiplier is one possible multiplier 

implementation. 

 

A crucial building component for digital signal processing (DSP) applications is the multiply-accumulate (MAC) unit. 

An ordinary procedure is known as a multiply-accumulate (MAC) operation, which computes the product of two 

numbers and adds that product to an accumulator. The operation is frequently referred to as a MAC or a MAC 

operation, and the hardware component that performs it is referred to as a multiplier-accumulator (MAC unit). 

Additionally, it provides the microcontroller with signal processing capabilities for a variety of uses, including 

servo/audio control, etc. 

 

The 2-stage pipelined arithmetic architecture used by MAC, an execution unit of the processor, improves multipliers. 8-

bit and 16-bit operands are both supported by this design. Additionally, it accepts signed, fixed-point fractional input 

operands in addition to signed and unsigned integers. 

 

The inputs for the MAC unit are read from memory cells and given to the multiplier block of the MAC, which 

multiplies the inputs and passes the result to an adder, which then stores the result in memory. The goal is to finish this 

operation in only one clock cycle. The suggested architecture includes a 65-bit accumulator that makes use of a carry 

choose adder, as well as a 32-bit floating point multiplier based on the Vedic multiplication technique. Instead of using 

a conventional multiplier to multiply the values of A and B, a floating point Vedic multiplier is used instead since it can 

speed up the MAC unit. In this architecture, the Carry Save Adder serves as an accumulator. Apparently, Carry chose 

an adder as the accumulator in addition to using the Vedic multiplier technique. 

 

II. EARLIER WORK 
 

For multiplying binary values, many people use array multipliers. A digital combinational circuit known as an array 
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multiplier is used to multiply two binary values by using an array of full adders and half adders. The numerous product 

keywords involved are added almost simultaneously using this array. Before the Adder array, an array of AND gates is 

utilized to create the various product terms. 

By seeing the example we can get clarity on the array multiplier. 

 

Ex:      1    0    1    1                  11 

*1    1     0    1                  13 

 

                   1     0    1     1 

                   0     0     0    0               (+)1
st
 sum    

                  0      1     0    1     1 

            1    0      1     1  2
nd

 sum 

            1     1     0     1     1     1 

       1   0     1     1 

1   0   0     0     1      1     1    1   Ans 

 

Fig (1) : example  

 

Here 11 is the multiplier and 13 is the multiplicand. In this LSB bit “1” of 13 is multiplied by 1011 .then 0 by 1011 

then we will add these and we will get a 1 st sum. Like this multiplication takes place. 

Disadvantages: 1)More delay. 

2)High power consumption. 

So, we came for a conventional mac unit that is dadda multiplier. 

In the array multiplier we have a large delay and high power consumption so that is reduced by the dadda multiplier. 

The dadda multiplier follows the different structure that is inverted triangle so we can greatly reduce the delay and 

power. 

 

II.CONVENTINAL MAC 
    
A multiplier and an accumulator are the two separate building components that make up a traditional MAC unit (i.e., an 

accumulate adder). A (2N+-1)-bit accumulator (adder) and an N-bit multiplier are both components of an N-bit MAC 

unit, where is the number of guard bits used to prevent overflow 

A multiplier usually has three steps: 

1. partial product generation (PPG) process. 

2. partial product reduction (PPR) process 

3. final addition 

 

In our general multiplication 15*13 , initially y,ou will multiply 3 with both 5 and 1 after that 1 with 5 and 1. So there 

isa total of 4 partial products are formed.Like this, while multiplying 4*4 bit multiplier it will generate 16 partial 

products. while multiplying 8*8 bit multiplier will generate 64 partial products are generated.                     Once we 

complete your partial product generation we have to reduce one row of final output which is the main aim of our 

multiplication.  

 

III. MAC ARCHITECTURE 
 
This is an out MAC architecture, we have to provide one multiplayer and one multiplicand that is input x and y is 

stored in our registers. From that, we have generated partial product generation.in our next step we are adding zeros to 

the partial products. In REG1 we are adding  (2N-1) i,e 7 zeros .in REG2 we are adding k i,e is 4 zeros . In the REG3 

we are adding 1 zero to the partial products that are clearly shown below example. In partial products are reduced by 

using half adders and full adderswe reduce to rows of output. 
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Fig 
 

The excess bits are generated that given to the a α- bit adder. That is stored in REG 4. The 1 st result is stored in the 

(k+α-1)bit adder. In the next step we gave 2 input numbers again in X and Y. they generate partial products and in the 

next step, they add by the 1 st result of 2 input numbers. The final addition takes place in the REG_result. 

Then we get the final result that can be shown in the example below. 

The third step is the final addition. An adder (called the final adder) is used to perform the summation of the final two 

rows. Formultiplicandltiplier, a (2N-1)-bit adder is required for the final addition. 

In a conventional MAC unit, it is necessary to perform two carry propagations: additions in multiplications and 

additions in accumulations. Note that the carry propagation is time-consuming. Therefore, in, the multiplier output is 

fed back to the input of the PPR process. Since the accumulation is handled by the final adder, only one carry 

propagation is required. Moreover, based on this architecture, the area of the 16-bit MAC unit can be further reduced 

by 3.2% by fully utilizing the compression. 

Drawbacks: 

 large power consumption and 

 large path delay 

we came for Wallace multiple. 

 

IV. PROPOSED MAC 
 

The pipelined MAC unit, Wallace tree multiplier, and accumulation unit are all used in the suggested technique. An 

enhanced variation of tree-based multiplier architecture is the Wallace tree multiplier. To cut back on latency, it employs 

the carry save addition method. To limit our PPM to two rows for the PPR process, we use the Wallace tree technique. 

The fundamental cause is that our PPM differs  

theDadda tree strategy can employ less counters for our PPM than the Wallace tree approach.We conduct the (2N-k-1)-bit 

final addition after reducing our PPM to two rows. A three-row PPM is as a result obtained, as shown in Fig. The three-

row PPM will be saved in register accumulation, so take note of it. The subsequent cycle's PPM for the PPR process will 

then be formed by combining the register accumulation result with the PPG result. 
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We are utilizing a translation circuit in this case to handle the overflow bits, and the translated output will be provided 

to an alpha bit adder. The MAC unit's translation circuit. The output is equal to the sum of the  

two input values since the two input values match the least significant bit of the -bit adder. When compared to 

previously used approaches for MAC unit implementation, the standard method, which uses a Dadda multiplier, results 

in more delay and power consumption.  

The Wallace tree multiplier is our suggested solution to the Dadda multiplier's disadvantage. We will experience better 

delay and power consumption performed. 

 
VI. EXPERIMENTAL RESULTS 

 

 
Fig.5:RTL Schematic 

 
Similar to RTL schematic, technology schematic 

canalsobegeneratedaftersynthesizingthecode.Itconsistsofmorenumberofblockwhichisnotpossibleto show that’s why 

top block is only shown in thebelowfig. 
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Fig.6:Technology Schematic 

 

To check the correctness of the output and to 

observetheoutputwaveformweneedtodosimulationprocessaftercompletingtheVerilogcode.Theoutputwaveformisshow

nin Fig. 7 

 

 
4 – bit mac result in this 13*13=169, 

12*15=180, which is added to 169+180=349 we are getting the result .169 is accumulate to 180   and finally, we get 

349. 
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This is our 8-bit mac result. 

 
 

VI. EVALUATIONTABLE FOR AREA, DELAY, POWER: 

 

MAC ByDadda Multiplier results  

: 

 4- BIT 8-BIT 16-BIT 
(Report utilization ) 
Lut 
FF 
IO 

 
 
31 
13 
19 

 
 
127 
27 
28 

 
 
413 
56 
74 

POWER 8.965 mw 19.95mw 44.65mw 
DELAY 7.208 ns 9.791ns 15.056ns 
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MAC By Wallace multiplier results: 

 4- BIT 8-BIT 16-BIT 
(Report utilization ) 
Lut 
FF 
IO 

 
 
35 
13 
19 

 
 
127 
31 
38 

 
 
442 
56 
74 

POWER 8.425 mw 19.18mw 44.65mw 
DELAY 5.715 ns 9.522ns 15.056ns 

 

In this mainly power and delay is reduced on comparison between the dadda multiplier and Wallace multiplier. We 

observe that area is increased in the Wallace multiplier whybecause the structure is different. The dadda multiplier 

follows the inverted triangle while the Wallace multiplier follows the parallelogram structure. 

 

VII. CONCLUSION 
 

We present a low-power, high-speed two-stage pipelined Multiply Accumulate Unit (MAC) for DSP applications in 

this project. The basic idea is to incorporate some additions into the PPR process. Critical path delays caused by 

carry propagations can thus be reduced.To handle overflow correctly during the PPR process, a -bit adder is used to 

count the total number of carries. In the proposed method, we implement a MAC unit with a Wallace tree multiplier 

to achieve better performance in terms of delay and power consumption when compared to a MAC unit based on a 

Dadda multiplier. . We observe that area is increased in the Wallace multiplier whybecause the structure is different. 

The dadda multiplier follows theinverted triangle while the Wallace multiplier follows the parallelogram structure. 
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